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TGF-Net: Sim2Real Transparent Object 6D Pose
Estimation Based on Geometric Fusion

Haixin Yu , Shoujie Li , Houde Liu , Chongkun Xia , Wenbo Ding , Member, IEEE, and Bin Liang

Abstract—Transparent objects are a common part of daily life,
but their unique optical properties make estimating their 6D pose a
challenging task. In this letter, we propose TGF-Net, a monocular
instance-level 6D pose estimation method for transparent objects
based on geometric fusion. TGF-Net learns the edge features and
surface fragments of transparent objects as intermediate features
and reduces the influence of appearance changes on the 6D pose
estimation of transparent objects by fusing rich geometric features
in the network. Moreover, we propose an approach for generat-
ing high-fidelity large-scale synthetic datasets of transparent ob-
jects using Blender and use this approach to generate a synthetic
dataset Trans6D-32 K. Trans6D-32 K contains rendered RGB im-
ages and poses information about transparent objects in a variety
of different backgrounds, perspectives, and lighting conditions.
To evaluate the performance of TGF-Net on 6D pose estimation
of transparent objects, we compare with multiple related works
on the dataset Trans6D-32 K. TGF-Net can be trained entirely
on synthetic datasets without fine-tuning and applied directly to
real-world scenarios. Multiple challenging real-scene experiments
demonstrate the good performance of TGF-Net, while grasping
experiments demonstrate the application value of TGF-Net in
transparent object manipulation.

Index Terms—Deep learning for visual perception, data sets for
robotic vision, perception for grasping and manipulation.

I. INTRODUCTION

E STIMATING the 6D pose, i.e., the 3D rotation and 3D
translation, of the object with respect to the camera, is
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a fundamental problem in the field of robot vision. It has
been widely used in many real-world tasks, such as robot
manipulation [1], [2] and augmented reality [3], [4]. With the
deepening of research, researchers have extensively studied
various challenging scenes such as textureless objects [5], [6],
symmetrical objects [7], [8], and occluded objects [9], [10].
However, as transparent objects are extremely common types
of objects in life, their 6D pose estimation has not been fully
studied.

Transparent objects possess unique visual properties that
make them difficult for robots to perceive and manipulate. The
visual characteristics of transparent objects include that they
do not have their own texture attributes, most of the generated
textures are caused by light and background. At the same
time, transparent objects have non-Lambertian surfaces that
prevent commercial depth sensors from accurately measuring
their depth [11]. The difficult-to-obtain depth information and
variable appearance features make vision-based manipulation of
transparent objects very challenging. The manipulation research
on transparent objects is currently mainly focused on grasp-
ing [12]. One method is to complete the missing depth of trans-
parent objects and plan the grasping manipulation according to
the geometric features [11], [13], and the other method is to grasp
transparent objects via transfer learning with an RGB-based
grasping network [14]. However, such manipulation tasks do
not involve precise 6D pose information of transparent objects,
which makes it difficult to perform advanced manipulation tasks
such as liquid pouring [15]. Currently, the 6D pose estimation
of transparent objects faces two important challenges. First,
large-scale transparent object 6D pose estimation datasets are
difficult to obtain [12], [16]. An important difficulty in 6D pose
estimation of transparent objects is the influence of background
and lighting on the appearance of transparent objects. However,
in real scenarios, fully considering different backgrounds and
lighting will make the dataset production process extremely dif-
ficult. The second challenge we face is the effect of changes in the
appearance of transparent objects on the 6D pose estimation. In
fact, the dramatic changes in appearance usually lead to incorrect
keypoint localization or deviation of dense correspondence in 6D
pose estimation methods designed for opaque objects, resulting
in erroneous pose estimation results.

In this letter, we study the instance-level transparent ob-
ject 6D pose estimation method in detail and propose a high-
fidelity, large-scale synthetic dataset for transparent object
6D pose estimation and its generation scheme. The overall
system is shown in Fig. 1. Our main contributions are as
follows:
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Fig. 1. TGF-Net is trained entirely using synthetic datasets and infers accurate
6D poses of transparent objects from monocular RGB images. The estimated
6D pose can be directly used for downstream manipulation tasks of the robot
(e.g. grasping and pouring).

� We propose a monocular instance-level transparent object
6D pose estimation method based on geometric feature
fusion named TGF-Net, which is robust to changes in the
appearance of transparent objects.

� We propose a synthetic high-fidelity, large-scale dataset
Trans6D-32 K for transparent objects 6D pose estimation
and a low-cost dataset generation scheme, which solve the
“difficult to label” problem of transparent objects.

� We design several experiments to demonstrate that TGF-
Net can effectively implement sim2real while being robust
to changing backgrounds, lighting, and liquids of various
colors inside. The experiments also prove that the use of
a synthetic transparent object 6D pose estimation dataset
can effectively reduce the cost of dataset production and
achieve sim2real.

The rest of the letter is organized as follows: Section II
introduces the related work of transparent object perception,
transparent object dataset and 6D pose estimation; Section
III describes in detail the dataset Trans6D-32 K, the gener-
ation method, and the architecture of the network TGF-Net;
Section IV presents the experimental evaluation and results; and
Section V concludes the letter.

II. RELATED WORKS

A. Transparent Object Visual Perception and Manipulation

The perception and manipulation of transparent objects have
long been studied. To solve the problem that the depth infor-
mation of transparent objects cannot be accurately measured
by commercial depth cameras, one solution is to estimate the
missing depth through depth completion. Sajjan et al. [11]

estimated the surface normals, masks, and occlusion boundaries
of transparent objects, and used this information to complete the
missing depth. There are also [13] and [17] in the research on the
depth completion of transparent objects. Transparent objects can
be grasped through the completed depth information. Another
solution is to use a binocular camera to estimate the disparity
map from the stereo input, thus avoiding the direct measurement
of depth using the depth camera. Liu et al. [18] proposed a
keypoint-based method using stereo input to estimate the 6D
pose of transparent objects, planning grasps through accurate
6D pose estimation. Other studies have focused on using devices
such as polarization cameras to obtain more prominent images
of transparent objects [19]. However, a more convenient solution
has not been widely studied, that is, 6D pose estimation of
transparent objects through monocular RGB images, which can
avoid the use of binocular cameras and deal with the broken
depth information of transparent objects, and can be better
deployed on mobile.

B. Transparent Object Datasets

With the deepening of research on transparent objects, more
and more transparent object datasets have been proposed. Chen
et al. [20] proposed a transparent object matting dataset contain-
ing 876 real images and 178 K synthetic images. Fang et al. [12]
proposed a large-scale real dataset for depth completion and
grasping. Liu et al. proposed a large-scale stereo RGB dataset
StereOBJ-1M [21] containing 396 K frames for 6D pose estima-
tion. Xie et al. proposed Trans10K [22], a dataset for transparent
object segmentation. After that, the transparent objects were
further subdivided and a new dataset Trans10K-v2 [23] was
proposed.

Although the above datasets contain most aspects of trans-
parent object research, they all show the characteristics of dif-
ficulty and high cost of labeling. And for some instance-level
tasks, it is necessary to re-create the dataset when changing
different instances. Moreover, in the actual situation, it is dif-
ficult to find a large number of changing backgrounds and
lights. The above problems not only hinder the research on
transparent objects but also hinder the practical application
of transparent object perception and manipulation schemes.
The application of synthetic data in the field of computer vi-
sion brings opportunities to solve these problems. Li et al.
proposed a transparent object grasping synthetic dataset [24]
for TaTa [25], but it contains only RGB data. [26] and [27]
generate large-scale synthetic datasets with 3D ground truth by
using synthetic human models, and the datasets contain random
changes in environments, clothing, etc. Other studies obtain a
large amount of labeled training data by directly capturing video
game scenes to complete tasks such as segmentation [28], [29],
human tracking [30] and human recovery [31]. Inspired by these
studies, we propose to use Blender’s physics engine [32] and a
physically-based ray-tracing Blender Cycles rendering engine to
generate large-scale transparent object datasets in a short time by
rendering.
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Fig. 2. (a) Dataset generation scenarios. (i) Scene setup for generating the transparent object synthetic dataset using Blender. (ii) Transparent object CAD models,
#01 to #10 from left to right. (b) Train dataset in Trans6D-32 K. (c) Test dataset in Trans6D-32 K.

C. 6D Pose Estimation

According to the different input information required, 6D
pose estimation can be mainly divided into RGB-D methods
that rely on depth information and methods that only use RGB
information. Although RGB-D methods can usually achieve
higher performance [33], [34], [35], the depth information of
transparent objects is noisy and broken, which brings huge
errors. For the above reasons, we focus on methods that use
only RGB information.

At present, the mainstream method of RGB-based 6D pose
estimation is the corresponding method. BB8 [36] uses the
corners of the 3D bounding box as the keypoints and predicts
the 2D projection point position of the 3D keypoints through
the network. PVNet [9] uses a pixel-wise voting method to
locate sparse keypoints located on objects, and then constructs
2D-3D correspondences. With the deepening of research, more
and more studies have begun to use dense correspondence
methods. DPOD [37] proposes to use discrete UV maps to
parameterize object surfaces, estimating a dense 2D-3D corre-
spondence map between input images and available 3D mod-
els. GDR-Net [38] combines the ideas of CDPN [39] and
EPOS [7], divides the surface of the object into fragments,
and directly outputs the pose information. There is also zebra-
pose [40], which achieves fine-grained correspondence predic-
tion by dividing the surface of the object into codes from coarse
to fine.

III. METHOD

A. Dataset Generation

Due to the unique optical properties of transparent objects,
their surface features will be seriously affected by lighting, back-
ground, and so on. Although some transparent object datasets
have been proposed in previous research, the generation pro-
cess of these datasets is very complex, and the variation of
background and lighting is also very limited. At the same time,
recreating the dataset is expensive when the object types or labels
in the dataset need to be changed.

To more easily generate datasets with multiple backgrounds
and changing lighting, we use Blender [41] to render transparent

object datasets. Each frame of the rendered image contains a
unique background captured from videos, including outdoor
and indoor scenes. Two point lights are set in the scene, they
illuminate the scene from directly above and from the side, and
in each frame of the rendered image, the illumination intensity
fluctuates randomly within±20%. During the rendering process,
we randomly change the distance and angle between the camera
and the object. In order to prevent excessive occlusion between
objects, we limit the angle between the camera’s optical axis
and the z-axis of the world coordinate system between 22.5◦

and 67.5◦. The application of random factors greatly increases
the robustness and generalization ability of the model, so that the
trained model can be directly transferred to the real scene. The
scene setup for generating the synthetic dataset of transparent
objects using Blender is shown in Fig. 2(a).

The proposed dataset contains ten kinds of objects, all of
which are common types of objects in households. In order to
include as many types of objects as possible, the ten objects
include 5 symmetrical objects and 5 asymmetrical objects. Since
the synthetic dataset is made without noise such as motion blur
and camera distortion, it is purer than the real dataset. We select
400 images of each object for training, which is large enough
to train an accurate 6D pose estimation network. At the same
time, we generate 2800 images for each object as a test dataset,
so the entire dataset contains 32000 images, which we name
Trans6D-32 K. The test dataset and the train dataset do not have
exactly the same background, which makes the background gap
between them larger, so as to verify whether our method can
resist the interference of the background by learning geometric
features. Examples of the train dataset and the test dataset are
shown in (b) and (c) in Fig. 2, respectively.

B. Network Architecture

The proposed TGF-Net network is shown in Fig. 3. TGF-Net
is inspired by CDPN [39], a direct 6D pose estimation method
based on dense correspondence. Specifically, we replace the
rotation head and translation head of CDPN with two parallel
flows: regular flow and geometric flow. ResNet-34 [42] is used as
the backbone network. The geometric flow is responsible for ex-
tracting geometric information of objects. In geometric flow, we
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Fig. 3. Overview of our network. Our network consists of three building blocks: (a) Object detection and image enhancement. (b) The main structure of the
network. After the input image is encoded and decoded, a regular flow and a geometric flow are formed, and the correspondence is extracted by fusion between
the two flows. (c) A learnable PnP network for 6D pose estimation. (d) The detailed structure of part of the network, where CBAM means convolutional block
attention module [43].

predict surface fragments, edge features and object mask. This
part of geometric features are less disturbed by object color and
can effectively avoid the influence of background and lighting
changes on 6D pose estimation of transparent objects. Since the
edge features of transparent objects have higher contrast than
surface fragments, it is easier to locate, which is also in line
with human visual perception. Therefore, we use edge features
as auxiliary information to localize surface fragments. We also
predict the mask of the object, which also helps to describe the
geometric information of the object. However, the characteris-
tics of transparent objects cannot be effectively described only by
geometric information. The features such as surface brightness
of transparent objects can also assist in describing the pose of
transparent objects. Therefore, we extract features in addition
to geometric feature through the regular flow, so as to provide a
more comprehensive description of transparent objects.

After completing feature extraction with geometric flow and
regular flow, the extracted features are concatenated, and a
correspondence extraction network is used to extract the features
to obtain the output dense coordinate map and the confidence of
the two channels. The 2D-3D correspondence is then obtained by
stacking the dense coordinate map with the 2D pixel coordinates.
In the subsequent network, we use the Patch-PnP proposed by
GDR-Net [38] to solve the 6D pose. Different from GDR-Net,
TGF-Net uses 2D-3D correspondence as well as confidence map
as the input of Patch-PnP.

C. Surface Fragments

Inspired by methods such as ZebraPose [7], [38], [40], surface
fragments are applied to the 6D pose estimation of transparent
objects. Surface fragments contain rich geometry information,
which can effectively reduce the impact of texture changes of
transparent objects on the recognition and 6D pose estimation.
Directly regressing 3D coordinates without geometry drive is

more likely to produce smooth output, which ignores some sharp
geometric information, such as the handle of a cup, resulting in
inaccurate 3D coordinate estimation. Using surface fragments
can transform the regression task into a classification task and
allow the algorithm to perform 3D regression in a smaller area.
In the case of the known object model point set, use the farthest
point sampling algorithm to select surface fragments center point
set C = {cj ∈ R3 | j = 1, 2, . . . , N} from the model point set
O = {xi ∈ R3 | i = 1, 2, . . . ,M}. The surface fragment Sj is
defined as:

Sj = {s | s ∈ O ∧ d (s, cj) < d (s, ck)} ∀ck ∈ C, k �= j, (1)

where d(.) represents the Euclidean distance between the model
point and the pre-selected surface fragments center point.

D. Edge Feature

The edges of transparent objects have the highest contrast, so
they are more stable and prominent in the changing background.
It is easier to use the network to learn surface fragments at
the same time as edge features, rather than locating surface
fragments directly in the image. However, due to the special
optical properties of transparent objects, the edge cannot be
directly detected by Canny operator like [44], because it will
be seriously disturbed by background information and lighting.
Therefore, we propose a novel method for automatically ex-
tracting the edge of transparent objects. By projecting the object
model point into the depth map D and detecting edges in the
depth map, the influence of color features can be avoided and
more geometric features can be obtained. The edge map E is
obtained by using the Canny operator on depth map D. Points
above the detected edge line are set to 1, other points are set
to 0. The distance conversion map L can be obtained from the
edge map E, which represents the distance of each pixel from
the nearest edge point. To make it easier for the network to
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learn edge features, we convert the edge map E to the ground
truth edge heatmap M using Gaussian expression with standard
deviation σ, the Gaussian kernel is shown as (2):

M(u, v) =
1

2πσ2
e−(L(u,v)2)/(2σ2), (2)

where (u, v) represents the position of the pixel in the image,
the standard deviation σ is set to 1.4.

E. Loss Function

The objective function L of training TGF-Net is divided into
two parts, namely the geometric loss function LGEO and the
pose loss function LPose, L is described as (3):

L = LGEO + LPose. (3)

The geometric loss LGEO describes the learning of the ge-
ometric intermediate representation, which includes the edge
loss Ledge, the surface fragments loss Lfragment, the mask
loss Lmask and the dense coordinates maps loss Lxyz , so the
geometric loss LGEO can be expressed as (4):

LGEO = λ1Ledge + λ2Lfragment + λ3Lmask + λ4Lxyz.
(4)

The pose loss LPose represents the accuracy of the 6D pose
estimation, which includes the point matching loss [45] Lpm,
center loss Lcenter and distance loss Lz , so the pose loss LPose

can be expressed as (5):

LPose = λ5Lpm + λ6Lcenter + λ7Lz. (5)

In the loss function, λi is the trade-off hyper-parameter, where
i ∈ {1, 2, . . . , 7}. During training, we set λ1 to 15, λ2 to 0.1,
λ3 to 0.0001, λ4, λ5, λ6, λ7 are set to 1. In the loss function,
Lfragment is the cross entropy loss, Lxyz , Lmask, Lcenter, Lz

are L1 loss, Lpm is point matching loss, and Ledge is Dice
Loss [46]. For Dice Loss, dice coefficientDC is a value between
0 and 1, expressed as (6):

DC =
2
∑

u,v PuvGuv∑
u,v P

2
uv +

∑
u,v G

2
uv

, (6)

where Puv and Guv refer to the predicted and ground truth pixel
values at (u, v) respectively.

IV. EXPERIMENTS

A. Comparison With State of the Art

Implementation Details: All the experiments were conducted
on an Intel(R) Xeon(R) Gold 6256 CPU with an NVIDIA 3090
GPU, using the deep learning framework Pytorch. We train TGF-
Net using the Ranger optimizer with a batch size of 64. During
training, we found that a new training strategy can achieve better
results. First, we only take edges, surface fragments, mask and
dense coordinate map as the optimization goals of the network,
without supervising the pose information. At this stage, we set
the learning rate to 0.0002 for all parts of the network. Then,
we train the entire network at the same time, the learning rate
of geometric flow and backbone is reduced to 0.0001, and the

learning rate of other parts is 0.0002. We trained 240 epochs at
each stage. Our new training strategy outperforms end-to-end
training, we believe that the first stage of training can extract
finer geometric features of transparent objects, and when the
entire network is trained at the same time, more accurate 6D
pose estimation can be effectively obtained with the help of
finer geometric features.

Evaluation Metrics: We measure the accuracy of 6D pose
estimation using two main metrics: ADD(-S) and 2D Projection.
ADD(-S) includes ADD and ADD-S, which are designed for
asymmetric and symmetric objects, respectively. For ADD, a
pose is considered correct if the average distance of the model
points between the predicted pose and the ground truth pose
is smaller than 10% of the model diameter. For ADD-S, the
closest model point is used to compute the average distance.
Given an object with 3D model point set of O = {xi ∈ R3 |
i = 1, 2, . . . ,M}:

ADD =
1

|O|
∑

x∈O
‖(Rx+T)− (R∗x+T∗)‖ (7)

ADD−S =
1

|O|
∑

x1∈O
min
x2∈O

‖(Rx1 +T)− (R∗x2 +T∗)‖ ,

(8)

where [R,T] is the predicted pose and [R∗,T∗] is the ground
truth pose.

When computing 2D projection error, the model point set is
transformed by the predicted and the ground truth poses respec-
tively. Given the camera projection function Π : R3 → R2, the
2D projection error 2D−Proj. is calculated as (9):

2D− Proj. =
1

|O|
∑

x∈O
‖Π(Rx+T)−Π(R∗x+T∗)‖ .

(9)
A pose is considered correct if the average 2D projection error
of the object’s model points is smaller than 2 pixels.

Comparison Results: We compare our method with
PVNet [9], CDPN [39] and GDR-Net [38]. We reimplemented
these methods and trained and tested on the Trans6D-32 K
dataset. For a fair comparison, we used the hyperparameters
from the official implementation of each method. The results
of the comparison experiment are illustrated in Table I, the
visualizations of results of our method on the Trans6D-32 K
dataset are illustrated in Fig. 4. Our method achieves the best
mean ADD(-S) accuracy of 88.2% among all other methods. In
terms of 2D projection accuracy, our method also outperforms all
other methods with 60.0% accuracy. In addition to the end result,
we still found some unique properties. In #03 of asymmetric
objects, both PVNet and CDPN achieve better results than other
asymmetric objects, while #03 in our method and GDR-Net is
not as good as other asymmetric objects. This is because the
geometry of #03 is more complex, with more bends and curved
surfaces, which makes it easier for PVNet and CDPN to locate
keypoints or solve 3D correspondence through features such as
curved surfaces. However, this complex geometry is not friendly
to surface fragments or edge features, so the performance is not
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TABLE I
COMPARISON WITH STATE-OF-THE-ART RGB-ONLY METHODS ON TRANS6D-32 K DATASET USING ADD(-S) AND 2D PROJECTION

Fig. 4. Visualizations of results on the dataset. Blue 3D bounding boxes
represent the ground truth poses while green 3D bounding boxes represent our
predictions.

as good as other asymmetric objects. In symmetrical objects,
PVNet and CDPN do not work well for #10, because the glass
wall of #10 is thinner relative to other objects, so in the case of
background changes, the color of the background will interfere
more obviously.

B. Ablation Studies

In order to verify the influence of geometric representation on
the network, we conduct ablation experiments, and all ablation
experiments use the same network initialization scheme and
training scheme.

1) The Effect of Surface Fragments: We remove the predic-
tion of surface fragments in the geometry flow, and only keep
the edge features and mask, which makes the results drop to a
certain extent. However, since the edge features are also able to
encode location information, this results in no drastic drop in
results.

2) The Effect of Edge Features: We remove the use of edge
features in the geometry flow, and only keep the surface frag-
ments and mask, and the prediction accuracy also decreases to
a certain extent. Since the surface fragments can describe the
position, there is no significant decrease.

Through these ablation experiments, we know that both sur-
face fragments and edge features can encode geometric informa-
tion, and when they are used together, the geometric information

TABLE II
ABLATION STUDY OF GEOMETRY FEATURE IN ADD(-S) AND 2D PROJECTION

ON TRANS6D-32 K

can be described more effectively. The results of ablation study
are illustrated in Table II.

C. Sim2Real Experiment

To verify that the proposed TGF-Net can be directly applied to
real-world scenarios, we conduct experiments with real objects.

Hardware: We use a UR5 robotic arm with a soft gripper
for real-world experiments. Compared with rigid grippers, soft
grippers can more effectively grasp cups with larger diameters
and perform manipulations such as pouring. The lighting of
the experimental platform comes from the combined effect of
lighting and sunlight. A RealSense D435 camera is installed on
the side of the platform for 6D pose estimation of transparent
objects. TGF-Net is implemented using a desktop computer with
an i7-11700 CPU and an NVIDIA 2060 GPU.

Implementation: We selected fixed grasp points based on the
CAD model of the object in advance and trained a YOLOv5 [47]
detection network using the synthetic dataset Trans6D-32 K to
detect the 2D bounding box of the object. We conducted a total of
four experiments to study the effects of changing backgrounds,
different internal liquids, and changing lights on the 6D pose
estimation of transparent objects. Finally, we used a robotic arm
to grasp transparent objects to demonstrate the application value
of our method. The experimental results are shown in Fig. 5.

1) Experiment 1: 6D Pose Estimation of Transparent Objects
on Different Backgrounds: To verify that Trans6D-32 K and
TGF-Net can directly perform sim2real and resist the effects of
background changes, we deployed method such as GDR-Net,
CDPN and PVNet at the same time and compared them with
ours. In our experiments, we used four different backgrounds
with complex lines and rich colors. The experimental results
are shown in Fig. 5(a). By comparison, TGF-Net is more stable,
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Fig. 5. Qualitative results in real scenarios. Each object point cloud is transformed with the estimated pose and then projected to the 2D image. (a) Real-world
experiments in different background. We compare TGF-Net with GDR-Net, CDPN and PVNet under the same conditions. (b) The 6D pose estimation of transparent
objects with different colored internal liquids. (c) The 6D pose estimation of transparent objects under different illumination conditions. (d) Transparent objects
grasping experiment. The robotic arm grasps the transparent object according to the 6D pose, and the red point cloud projection indicates the selected object to be
grasped.

although the GDR-Net also has good results, it has a larger offset
at the edge of the object.

2) Experiment 2: 6D Pose Estimation of Transparent Objects
With Different Internal Liquids: Changes in appearance caused
by liquid in a transparent container are different from changes
caused by background and lighting. In order to verify that our
method can effectively deal with such situations, we add translu-
cent solutions of different colors into the cup, and estimate the
6D pose of the transparent object during the process of adding
the liquid. According to the experimental results in Fig. 5(b), it
can be proved that our method is still stable and accurate even
in the process of adding liquid.

3) Experiment 3: 6D Pose Estimation of Transparent Objects
Under Different Lighting Conditions: Lighting also has a big
effect on the appearance of transparent objects. On the one hand,
the light will be reflected on the surface of the transparent object
to generate bright spots, which will interfere with the detection
of the geometric information of the transparent object. On the
other hand, the light refracted by the transparent object will
be irradiated near the transparent object, resulting in obvious
changes in positions such as the edge of the transparent object
due to the illumination. To demonstrate that our method can
effectively cope with changes in lighting, we illuminate the
experimental platform with a fill light and gradually increase the
light intensity. As the light intensity increases from 23.7 LUX to
106.3 LUX, our method consistently shows good performance.
The experimental results are shown in Fig. 5(c).

4) Experiment 4: Grasping Experiment of Transparent Ob-
jects: In order to verify the application value of our method
in the real-world scenarios, we use the robotic arm to grasp
the transparent objects. We estimate the 6D pose of the trans-
parent objects, and sequentially grasp them according to the
pre-specified grasping points, as shown in Fig. 5(d). We conduct
multiple experiments to count the success rate of grasping. The

success criterion is that the object can be transported to the
designated position after grasping. In 40 grasping experiments,
our method succeed 38 times in total, and the success rate
reached 95%.

V. CONCLUSION

In this letter, we propose TGF-Net, a monocular instance-level
6D pose estimation method for transparent objects. TGF-Net
integrates geometric features such as surface fragments and
edge features, which can effectively cope with the impact of
changing backgrounds and internal solutions on the appear-
ance of transparent objects. At the same time, we propose a
low-cost synthetic dataset generation scheme for transparent
objects, through which we generate a high-fidelity large-scale
transparent object 6D pose estimation dataset Trans6D-32 K.
By training TGF-Net on the synthetic dataset Trans6D-32 K
and performing sim2real directly, TGF-Net shows more stable
and reliable results in real-world experiments than other related
methods. We also demonstrate that training with high-fidelity
transparent object synthetic datasets can be directly transferred
to real-world scenarios, thus greatly reducing the difficulty of
labeling transparent object datasets.
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